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● The BeyondPlanck results were generated using the 
Commander3 codebase

● Based on the legacy Commander 
code that was used for component separation for Planck

● Written in object oriented Fortran90 (Approved by Grey-Beards 
everywhere!)

● Implements the iterative Gibbs-sampling of specific data 
models, for LFI this was:

● ~45000 lines of code, ~6000 for TOD processing, ~14000 in 
component separation, ~25000 in auxiliary modules 



3

Code Availability + Advertising

● The Code is available under the GPL3 license here:
https://github.com/Cosmoglobe/Commander

● Contains all the analysis code as well as data file generation 
scripts, examples of adding new data sets, etc.

● A data download tool is also available to make it easier to get 
started, the code installs with cmake

● Documentation and support can be found on our webpage:
https://beyondplanck.science/

● The code is still under active development, and will be used in 
the future for datasets such as HFI, WMAP, LiteBIRD, Spider, 
DIRBE, FIRAS...

● Hands on code and data tutorial will he held next week Monday 
+ Tuesday (Nov 23 + 24). Please join!

https://github.com/Cosmoglobe/Commander
https://beyondplanck.science/
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Algorithm Overview

● Gibbs Sampling: 
Iteratively sample each 
parameter while holding 
the others fixed

● Easily suggests Object 
Oriented programming 
solutions, each sampling 
step can be one or more 
classes
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Block Diagram
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Memory Management
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Data Formats

● All data is stored in RAM during pipeline execution, so the data 
discussed here is just inputs and outputs

● TODs are stored in HDF5 files, using a custom compression 
scheme (coming up)

● HDF5 has faster IO than fits, and supports more data 
customization (almost like a directory structure)

● Skymaps are stored in standard .fits format
● All of the samples are stored in a chains.h5 file, which contains 

the complete history of all the parameter values throughout the 
entire sampling run

● We have written a tool for Commander3 Post Processing 
(c3pp) that reads and makes plots from the output chains files, 
available here:

https://github.com/Cosmoglobe/c3pp

https://github.com/Cosmoglobe/c3pp
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In-Memory Data Compression

● In general, we discretize because fixed precision numbers like 
ints are much easier to compress than floats

● Pairwise differencing of most datasets like flags and pointing 
really reduces complexity. Most differences are ± 1, 0

● Once we have these differenced timestreams, they are very 
easy to further compress with Huffman Coding
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Huffman Coding

● Technique for losslessly 
compressing datasets into 
binary representation

● High-frequency numbers 
are given short 
representations

● Can be visualized as a tree 
structure

● This example shows a tree 
with a total array size of 
861276, 42% of these are 0 
after pairwise differencing

● Full tree contains 670 
unique symbols and their 
compressed 
representations
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Compression Effects

● Pre-compressing the pointing and digitizing the polarization 
angle does lose some information 

● We use nside=512 and npsi=4096 for LFI 30 GHz
● Performed a second run with nside=1024 and npsi=8192 at 30 

GHz
● Difference maps show that the effects of the compression are 

noise of a negligible amplitude
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Benchmarking
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Applications to Future Projects

● Modularity lets us add new datasets “easily”
● Data structures can be mostly reused for new projects, even 

WMAP wasn’t a huge re-write (see Watts et al. + talk tomorrow)
● Main limitation is data volume, as RAM increases we can add 

larger projects
● Parallelizing over many nodes is slow, Gibbs sampling requires 

MANY synchronization steps
● Compressing the sky signal would help reduce data volume 

significantly (currently ~75%), but would be easier to do to ADC 
compressed data

● This was avoided for LFI because it wasn’t necessary and it 
might have more of an effect on precision - needs more testing

● Still many existing datasets we can integrate on the current 
generation of hardware



13

Funding

This project has received funding from the European Union’s Horizon 2020 
research and innovation programme under grant agreement No 776282

● “BeyondPlanck”
○ COMPET-4 program
○ PI: Hans Kristian Eriksen
○ Grant no.: 776282 
○ Period: Mar 2018 to Nov 2020

● “bits2cosmology”
○ ERC Consolidator Grant
○ PI: Hans Kristian Eriksen
○ Grant no: 772 253
○ Period: April 2018 to March 2023 

● “Cosmoglobe”
○ ERC Consolidator Grant
○ PI: Ingunn Wehus
○ Grant no: 819 478
○ Period: June 2019 to May 2024 

Collaborating projects:
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Questions?


